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Previously...

★ 14th S-PLUS Meeting:
○ Searching for VMPs candidates

https://www.youtube.com/watch?v=ex
hI-vxfa-I

★ Updated results on the Milky Way WG 
bi-weekly meetings.

https://www.youtube.com/watch?v=exhI-vxfa-I
https://www.youtube.com/watch?v=exhI-vxfa-I


Some weeks ago!

★ Paper in prep. using J-PLUS data.



Pipeline Structure of SPEEM



Spectroscopic 
Validation

● 11 candidates were selected 
with g mag [14.98, 16.75] and 
using J-PLUS photometry.

● Observations made by 
Carlos Allende with WHT and 
ISIS instrument.

● Standard reduction process 
with IRAF.



An auspicious result to search for EMPs ([Fe/H]<-3.0)

Galarza et al. (in prep.)



Downloading S-PLUS DR2 Data

Gustavo Schwarz talk and Brainstorming 
session B on Day 1.

Special thanks to Felipe Almeida and Pierre Augusto



Downloading S-PLUS DR2 Data

1,190,553 stars in 
total

224485 stars with
mags < 22 and 

g < 18
PSTotal Photometry

13050 stars in 
common with SEGUE 

and good stellar 
parameters. No 
-9999 values. 

Special thanks to Felipe Almeida and Pierre Augusto



First Attempt - Applying SPEEM on S-PLUS Data
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Retraining SPEEM using S-PLUS Data
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Training Sample = 9787 stars        Test Sample = 3263 stars
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Conclusions

● Differences in photometry quality may severely impact the 
machine learning estimations.

● SPEEM allows an overall characterization of stars in the 
range of (4000K - 9000K) for Teff, (-3.5 - 0.5) dex for [Fe/H] 
and (1.0 - 5.0) dex for Logg.

● Not always vast amounts of data are required to train 
accurate machine learning models.



Thank you!
Any question, comment or suggestion will be appreciated!

carlosgalarza@on.br

Stay tune for Timothy Beers next talk!


